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   Cloud Drops is a perva-

sive awareness platform that 

integrates virtual informa-

tion from the Web more 

closely with the contextually 

rich physical spaces in 

which we live and work. 

Cloud Drops consists of 

many interactive stamp 

sized displays, each showing 

a tiny bit of digital informa-

tion. The large number of 

displays and their small size 

allows the user to flexibly 

instrument, orchestrate and 

reconfigure her personal in-

formation environment. We 

show different form factors 

for stamp-sized displays, 

provide a device concept 

and a first implementa-

tion.People intensively use 

physical space for accessing 

and remembering paper-

bound information Trans-

forming large parts of our 

formerly physical informa-

tion environment into the 

digital realm has its obvious 

advantages that cannot be 

underestimated; but this also 

comes at a cost: we are giv-

ing up the notion of having 

an information item at a 

meaningful place and of us-

ing our entire surroundings 

for managing information. 

Recent advances in perva-

sive display technologies 

enable high-resolution yet 

tiny, stamp-sized touch-

displays that include proc-

essing power and network-

ing capabilities. These self-

contained devices are capa-

ble of displaying tiny infor-

mation bits while being tan-

gible and highly mobile, 

such that they can be situ-

ated at virtually any loca-

tion. and highly mobile, 

such that they can be situ-

ated at virtually any loca-

tion. This opens up a physi-

cal design flexibility for 

awareness systems, which 

largely overcomes the possi-

bilities of using a handheld 

device (such as a smart 

phone) or a static installa-

tion (such as a large screen 

or a projector). The end user 

can flexibly arrange the set 

of stamp-sized displays, lo-

cate them at meaningful 

places and thereby easily 

instrument, orchestrate and 

reconfigure his or her per-

sonal information environ-

ment, to stay aware of digi-

tal information. However, 

making use of such tiny dis-

plays for awareness applica-

tions poses various chal-

lenges.This includes the 

questions of how content 

should be mapped to dis-

plays, how it should be visu-

alized on the tiny displays, 

and how the user can inter-

act with content. It is also 

unclear how several displays 

can be used in concert and 

how displays can be com-

bined with physical arti facts 

to support situated aware-

ness. We address these chal-

lenges and contribute Cloud 

Drops, an interactive aware-

ness platform that consists 

of many stamp sized dis-

plays, which provide aware-

ness of websites, contacts 

and places.  
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clayodor (\klei-o-dor\) is a clay-like 

malleable material that changes 

smell based on user manipulation 

of its shape. This work explores the 

tangibility of shape changing 

materials to capture smell, an 

ephemeral and intangible sensory 

input. We present the design of a 

proof-of-concept prototype, and 

discussions on the challenges of 

navigating smell though form. 

Recent HCI research has moved 

beyond static and rigid physical 

in ter faces  to  dynamica l l y 

controlled materials. For example, 

research has explored materials 

with dynamical ly changing 

qualities such as shape, stiffness, 

weight, and optical properties. For 

the last decade, researchers from 

CMU and Intel have worked 

towards the realization of 

Claytronics, a future material 

composed by nanoscale computers 

in the form of atoms. This will 

potentially enable direct and 

dynamic user manipulations with 

programmable materials. Building 

on top of the possibilities of shape 

changing interfaces, we envision 

clayodor, a clay-like malleable 

material that changes smell based 

on user manipulation of its 

shape.We explore the tangibility of 

shaping a malleable material to 

capture an ephemeral and 

intangible sensor input: smell. By 

allowing users to take this material 

into their hands and physically 

shape it into various meaningful 

forms, we are aiming to explore the 

potential mental model of coupling 

these forms with smells. Similarly, 

Obrist et al also indicated the 

evocative quality of scent to 

connect people to memories and 

past experiences. However, there is 

no focus on the power for objects 

to be used as a symbol in the 

production or recall of smell. 

Further, we posit that because 

smell is a distinctively difficult 

sense to describe, shaping and 

molding objects has potential to 

forgo the necessity for users to 

attempt at providing descriptions of 

smells for recall. On a poetic note, 

our work explores how shaping 

materials into symbolic forms 

serves as triggers to scents that 

connect people to past experiences. 

One main challenge is the 

complexity to produce arbitrary 

smells on demand. Humans have a 

thousand different olfactory 

receptors in our nose, each sensing 

a different chemical bond  

Reproducing arbitrary smell would 

therefore require a thousand-

dimension space, which presents 

significant challenges compared to 

the 3- dimensional space of vision 

(RGB). Another challenge is the 

difficulty of creating as systemic 

and reproducible classification 

scheme for smell. As humans refer 

to smells through ambiguous 

descriptions, it is difficult to create 

rigorous categorizat ion for 

universal reference. Recent HCI 

research efforts focus on user 

interaction with smell-based 

technology, rather than the 

chemical engineering challenge of 

reproducing specific scents. To the 

best of our knowledge, most 

systems use off the shelf aromas in 

their prototypes, focusing research 

effort on interaction design. 

Brewster et al. developed a smell-

based photo-tagging tool (Olfoto) 

to elicit memories though smell. 

Commercial product Scentee lets 

you associate particular smells with 

smartphone notifications. The 

Smelling Screen is a display 

system that can generate smell 

distribution on a 2D screen. 

Ranasinghe et al. explored using 

smell for digital communication, 

enabling the sharing of smell over 

the Internet. By recreating smell 

though form, clayodor explores the 

possibility of form as a user-

designated navigator for smell. 
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New Veeam Agent for Microsoft Windows                                                               
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Due to various factors, including 

complex hardware configurations 

and regulatory compliance re-

quirements, some physical servers 

and workstations cannot be virtu-

alized. And everyday occurrences 

such as lapses in connectivity, 

hardware failures, file corruption-

even ransomware or thefcan leave 

an organizationôs data at risk. 

NEW Veeam® Agent for Micro-

soft Windows ð a key component 

of the Veeam Availability Plat-

form ð solves these issues by 

closing the gap that some enter-

prises face with large,  environ-

ments and further enables work-

load mobility by delivering Avail-

ability for Windows-based work-

stations, physical servers and 

cloud instances. 

Veeam Agent for Microsoft Win-

dows is built on the extremely suc-

cess fu l  Veeam  Endpo in t 

BackupÊ FREE and in-

cludes three editions.Workstation, 

Physical Server and Cloud In-

stance ð with additional features  

designed to ensure the Availability 

of your Windows workloads by 

providing backup and recovery for 

physical and cloud-based work-

loads, as well as endpoint devices 

that belong to remote us-

ers.With Veeam Agent for Micro-

soft Windows, you get: 

Enterprise-level backup and re-

covery: Get complete protection 

f o r  b o t h  w o r k s t a t i o n s 

and Windows-based servers those 

running in the cloud including full 

application awarenessPhysical 

backups off site: Back up Win-

dows-based workloads off site to a 

c l o u d  s e r v i c e  p r o v i d e r 

through Veeam Cloud Con-

nect and more 

Protection of roaming end-

points: Meet RPOs for laptops 

and tablets outside the corporate 

network 
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 Holograms were used mostly in telecommunications as an alternative to screens. Holograms could be transmitted di-

rectly, or they could be stored in various storage devices (such as holodiscs) the storage device can be hooked up with a holo 

projector in order for the stored image to be accessed [1]. Fig.2. Example of visual Image Debatably, virtual reality goggles 

(which consist of two small screens but are nonetheless sufficiently different from traditional computer screens to be considered 

screen less) and heads-up display in jet fighters (which display images on the clear cockpit window) also are included in Visual 

Image category. In all of these cases, light is reflected off some intermediate object (hologram, LCD panel, or cockpit window) 

before it reaches the retina. In the case of LCD panels the light is refracted from the back of the panel, but is nonetheless a re-

flected source[3]. The new software and hardware will enable the user to, in effect; make design adjustments in the system to fi t 

his or her particular needs, capabilities, and preferences. They will enable the system to do such things as adjusting to users be-

haviors in dealing with interactive movable type. 

 

 

                                                 Submitted By 

        N.Hari Krishna  

        18BF1A1235 

         IT  

 

Holograms 

https://www.veeam.com/availability-platform.html?ad=in-text-link
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Aneka is a platform for deploying 

Clouds developing applications on 

top of it. It provides a runtime 

environment and a set of APIs that 

allow developers to build .NET 

applications that leverage their 

computation on either public or 

private clouds. One of the key 

features of Aneka is the ability of 

supporting multiple programming 

models that are ways of 

expressing the execution logic of 

applications by using specific 

abstractions. This is accomplished 

by creating a customizable and 

extensible service oriented 

runtime environment represented 

by a collection of software 

c o n t a i n e r s  c o n n e c t e d 

togetherCloud Computing [1] is a 

recent technology trend whose 

aim is to deliver on demand IT 

resources on a pay per use basis. 

Previous trends were limited to a 

specific class of users, or focused 

on making available on demand a 

specific IT resource, mostly 

computing. Cloud Computing 

aims to be global and to provide 

such services to the masses, 

ranging from the end user that 

hosts its personal documents on 

the Internet, to enterprises 

outsourcing their entire IT 

infrastructure to external data 

centers. Neverbefore an approach 

to make IT a real utility has been 

so global and complete: not only 

computing and storage resources 

are delivered on demand but the 

entire stack of computing can be 

leveraged on the Cloud. Figure 1 

provides an overall view of the 

scenario envisioned by Cloud 

Computing. It encompasses so 

many aspects of computing that 

very hardly a single solution is 

able to provide everything that is 

needed. More likely, specific 

solutions can address the user 

needs and be successful in 

delivering IT resources as a real 

utility. Figure 1 also identifies the 

three pillars on top of which 

Cloud Computing solutions are 

delivered to end users. These are: 

Software as a Service (SaaS), 

Platform as a Service (PaaS), and 

Infrastructure/Hardware as a 

Service (IaaS/HaaS). These new 

concepts are also useful to classify 

the available options for 

leveraging on the Cloud the IT 

needs of everyone. Examples of 

Software as a Service are 

S a l e s f o r c e . c o m  2  a n d 

C l a r i z e n . c o m 3  ,  w h i c h 

respectively provide on line CRM 

and project management services. 

PaaS solutions, such as Google 

AppEngine4 , Microsoft Azure5 , 

and Manjrasoft Aneka provide 

users with a development platform 

f o r  c r e a t i n g  d i s t r i b u t ed 

applications that can automatically 

scale on demand. 

              Aneka: A Software Platform for .NET-based Cloud Computing 
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Machine Learning is a new 
trending field these days and is an 
ap p l i ca t i o n  o f  a r t i f i c i a l 
intelligence. Machine learning 
uses certain statistical algorithms 
to make computers work in a 
certain way without being 
explicitly programmed. The 
algorithms receive an input value 
and predict an output for this by 
the use of certain statistical 
methods. The main aim of 
machine learning is to create 

intelligent machines which can 
think and work like human beings. 
Machine Learning is a branch 
of artificial intelligence that gives 
systems the ability to learn 
automatically and improve  
themselves from the experience 
w i thout  be ing  ex p l i c i t l y 
programmed or without the 
intervention of human. Its main 
aim is to make computers learn 
automatically from the experience. 
Requirements of creating good 
machine learning systems 
So what is required for creating 
such machine learning systems? 
Following are the things required 
in creating such machine learning 
systems: 
Data ï Input data is required for 

predicting the output. 
Algorithms ï Machine Learning 

is dependent on certain 
stat ist ical algori thms to 
determine data patterns. 

Automation ï It is the ability to 
m a k e  s ys t e m s  o p e r a t e 
automatically. 

Iteration ï The complete process 

is iterative i.e. repetition of 
process. 

Scalability ï The capacity of the 
machine can be increased or 
decreased in size and scale. 

Modeling ï The models are 
created according to the demand 
by the process of modeling. 

M e t h o d s  o f  M a c h i n e 
Learning Machine Learning 
methods are classified into certain 
categories. These are: 
Supervised Learning ï In this 

method, input and output is 
provided to the computer along 
with feedback during the 
training. The accuracy of 

predictions by the computer 
during training is also analyzed. 
The main goal of this training is 
to make computers learn how to 
map input to the output. 

Unsupervised Learning ï In this 
case, no such training is 
provided leaving computers to 
find the output on its own. 
Unsupervised learning is mostly 
applied on transactional data. It 
is used in more complex tasks. 

It uses another approach of 
iteration known as deep learning 
to arrive at some conclusions. 

Reinforcement Learning ï This 
type of learning uses three 
components namely ï agent, 
environment, action. An agent is 
the one that perceives its 
surroundings, an environment is 
the one with which an agent 
interacts and acts in that 
environment. The main goal in 
reinforcement learning is to find 
the best possible policy. 

How does machine learning 
work?Machine learning makes 
use of processes similar to that of 
data mining. Machine learning 
algorithms are described in terms 
of target function(f) that maps 
input variable (x) to an output 
variable (y). This can be 
represented as:y=f(x)There is also 
an error e which is the 
independent of the input variable 
x. Thus the more generalized form 
of the equation is:y=f(x) + e 
In machine the mapping from x to 
y is done for predictions. This 
method is known as predictive 
modeling to make most accurate 
predictions. There are various 

assumptions for this function. 
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Deep Neural Network 
 Deep learning: One of the 

machine learning technique that 

learns features directly from data. 

Why deep learning: When the 

amounth of data is increased, ma-

chine learning techniques are in-

sufficient in terms of performance 

and deep learning gives better per-

formance like accuracy. 

What is amounth of big: It is 

hard to answer but intuitively 1 

million sample is enough to say 

"big amounth of data" 

Usage fields of deep learn-

ing: Speech recognition, image 

classification, natural language 

procession (nlp) or recommenda-

tion systems 
What is difference of deep learn-
ing from machine learning:  

Machine learning covers deep 

learning. 

Features are given machine learn-

ing manually. 

On the other hand, deep learning 

learns features directly from data. 
Deep Learning is a part of the 
broader field machine learning 
and is based on data representation 
learning. It is based on the inter-
pretation of artificial neural net-
work. Deep Learning algorithm 
uses many layers of processing. 
Each layer uses the output of pre-
vious layer as an input to itself. 
The algorithm used can be super-
vised algorithm or unsupervised 
algorithm. Deep Learning is 
mainly developed to handle com-
plex mappings of input and out-
put. It is another hot topic for 
M.Tech thesis and project along 
with machine learning. 
Deep Neural Network 
Deep Neural Network is a type of 
Artificial Neural Network with 
multiple layers which are hidden 
between the input layer and the 
output layer. This concept is 
known as feature hierarchy and it 
tends to increase the complexity 
and abstraction of data. This gives 
network the ability to handle very 

large, high-dimensional data sets 
having millions of parameters. 
The procedure of deep neural net-
works is as follows: 
Consider some examples from a 

sample dataset. 
Calculate error for this network. 
Improve weight of the network to 

reduce the error. 
Repeat the procedure. 
Applications of Deep Learning 
Here are some of the applications 
of Deep Learning: 
1. Automatic Speech Recogni-

tion 
2. Image Recognition 
3. Natural Language Processing 
4. Toxicology 
5. Customer Relationship Man-

agement 
6. Bioinformatics 
7. Mobile Advertising 
Advantages of Deep Learning 
Deep Learning helps in solving 
certain complex problems with 

high speed which were earlier left 
unsolved. Deep Learning is very 
useful in real world applications. 
Following are some of the main 
advantages of deep learning: 
Eliminates unnecessary costs ï 

Deep Learning helps to elimi-
nate unnecessary costs by de-
tecting defects and errors in the 
system. 

Identifies defects which other-
wise are difficult to detect ï
 Deep Learning helps in identi-
fying defects which left untrace-
able in the system. 

Can inspect irregular shapes 
and patterns ï Deep Learning 
can inspect irregular shapes and 
patterns which is difficult for 
machine learning to detect. 

From this introduction, you must 
have known that why this topic is 
called as hot for your M.Tech the-
sis and projects. This was just the 
basic introduction to machine 
learning and deep learning. There 
is more to explore in these fields.   
 It is a part of the family of ma-
chine learning and deals with the 
functioning of the artificial neural 
network. Neural Networks are 
used to study the functioning of 
the human brain. It is one of the 
growing and exciting field. Deep 
learning has made it possible for 

the practical implementation of 
various machine learning applica-
tions. 
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INTERNET OF THINGS (IOT)  

Itôs believed by many that in the 

future, when human population 

has swelled to unprecedented lev-

els, water will be so scarce that 

fighting over it will be the cause 

of most wars. Wouldnôt it be bet-

ter if we just wasted less? Two 

Californian firms that have come 

up with well ï a smart home ini-

tiative that uses sensors to monitor 

water usage.IOT  water Conversa-

tion system hopes to reduce waste. 

The firms realised early on that ï 

unlike with power use ï very few 

people have any idea how much 

water they use. The core of the 

design is a network of sensors at-

tached to each water outlet, like 

kitchen and bathroom sinks, toilet, 

washing machine and the biggest 

user of all ï the shower. Each 

component is self-powered and 

doesnôt require professional instal-

lation, and when each sensor is 

connected via WiFi, the informa-

tion is then sent to the customerôs 

smart phone so they have an accu-

rate tally of all their water usage. 

Users start by entering household 

information into the app, like 

number of residents, location of 

property, and the app works out 

how much the household should 

be using per day. This is then il-

lustrated using a digital tank of 

water, which depletes as water is 

used revealing a desert behind the 

water. The hope is that water us-

age will no longer feel so abstract  

 

 

 

 

 

 

 

 

 

 

 

and users will start to conserve 

more. The app also creates daily, 

weekly, monthly and yearly  

usage charts. The system should 

help each household save around 

12 percent of water, which might 

not change the world overnight 

but would be a step in the right 

direction. Users start by entering 

household information into the 

app, like number of residents, lo-

cation of property, and the app 

works out how much the house-

hold should be using per day. This 

is then illustrated using a digital 

tank of water, which depletes as 

water is used revealing a desert 

behind the water. The hope is that 

water usage will no longer feel so 

abstract and users will start to con-

serve more. The app also creates 

daily, weekly, monthly and yearly 

usage charts. The system should 

help each household save around 

12 percent of water, which might 

not change the world overnight 

but would be a step in the right 

direction. 
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Brain controlled Robots    
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      For robots to do what we want, 

they need to understand us. Too 

often, this means having to meet 

them halfway: teaching them the 

intricacies of human language, for 

example, or giving them explicit 

commands for very specific tasks. 

But what if we could develop ro-

bots that were a more natural ex-

tension of us and that could actu-

ally do whatever we are thinking? 

Using data from an electroe-

ncephalography (EEG) monitor 

that records brain activity, the sys-

tem can detect if a person notices 

an error as a robot performs an 

object-sorting task. The teamôs 

novel machine-learning algo-

rithms enable the system to clas-

sify brain waves in the space of 10 

to 30 milliseconds. While the sys-

tem currently handles relatively 

simple binary-choice activities, 

the paperôs senior author says that 

the work suggests that we could 

one day control robots in much 

more intuitive ways.ñImagine be-

ing able to instantaneously tell a 

robot to do a certain action, with-

out needing to type a command, 

push a button or even say a word-

Past work in EEG-controlled ro-

botics has required training hu-

mans to ñthinkò in a prescribed 

way that computers can recognize. 

For example, an operator might 

have to look at one of two bright 

light displays, each of which cor-

responds to a different task for the 

robot to execute. The downside to 

this method is that the training 

process and the act of modulating 

oneôs thoughts can be taxing, par-

ticularly for people who supervise 

tasks in navigation or construction 

that require intense concentration. 
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We've all tried talking with devices, 

and in some cases they talk back. But, 

it's a far cry from having a conversa-

tion with a real person. Now, a re-

search team from Kyoto University, 

Osaka University, and the Advanced 

Telecommunications Research Insti-

tute, or ATR, has significantly up-

graded the interaction system for con-

versational android ERICA, giving 

her even greater dialog skills. ERICA 

is an android created by Hiroshi Ishi-

guro of Osaka University and ATR, 

specifically designed for natural con-

versation through incorporation of 

human-like facial expressions and 

gestures. The research team demon-

strated the updates during a sympo-

sium at the National Museum of 

Emerging Science in Tokyo."When 

we talk to one another, it's never a 

simple back and forward progression 

of information," says Tatsuya Kawa-

hara of Kyoto University's Graduate 

School of Informatics, and an expert 

in speech and audio processing. 

"Listening is active. We express 

agreement by nodding or saying 'uh-

huh' to maintain the momentum of 

conversation. This is called 'back 

channelling,' and is something we 

wanted to implement with ER-

ICA."The team also focused on de-

veloping a system for "attentive lis-

tening." This is when a listener asks 

elaborating questions, or repeats the 

last word of the speaker's sentence, 

allowing for more engaging dialogue. 

Deploying a series of distance sen-

sors, facial recognition cameras and 

microphone arrays, the team began 

collecting data on parameters neces-

sary for a fluid dialog between ER-

ICA and a human subject.   
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Talking to an android 


